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ABSTRACT 

Pigeon's pecks on one of two keys were reinforced with food and then extinguish­
ed over one or more sessions. In a test session, an alternative response was reinforc­
ed 20 times and then all reinforcement was withheld. After delays ranging from 21 
10 195 sec, during which the frequency of the alternative response could be observed 
to decrease, pecking reappeared at relatively high rates on the key correlated with 
a history of reinforcement. The data provide support for a widely applicable princi­
ple: When recently reinforced behavior is no longer effective, previously reinforced 
behavior recurs. 
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A simple principle of potentially wide application may be stated as follows: 
When, in a given situation, recently reinforced behavior is no longer reinforced, 
behaviors that were previously reinforced under similar circumstances tend to recur. 
The principle has been stated in various ways for more than fifty years (Barker, 
Dembo and Lewin, 1941; Estes, 1955; Freud, 1920; Hull, 1952; Maltzman, 1955; 
Masserman, 1943; Mowrer, 1940; Notterman, 1970; Sears, 1943; Yates, 1970), 
though no systematic investigations have been made. Recent statements of the prin­
ciple often cite no references (e.g., Notterman, 1970; Yates, 1970; cf. Staddon and 
Simmelhag, 1971). 

Previous studies, inspired by Freudian theory, typically used punishment rather 
than extinction to induce earlier forms (Everall, 1935; Hamilton and Krechevsky, 
1933; O'Kelley, 1940a, 1940b; Martin, 1940; Mowrer, 1940; Sanders, 1937). Reports 
of extinction-induced resurgence have been incidental to other observations and 
concerns (consider Barker et aI., 1941; Leitenberg, Rawson and Bath, 1970; Miller 
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and Miles, 1936; Pryor, Haag and O'Reilly, 1969); consequently, critical controls 
have not been conducted. Previous observations (e.g., Barker et al., 1941; 
Leitenberg et al., 1970) have not distinguished the resurgence effect from frustration 
effects (Amsel, 1958) or the variability in behavior which is typically induced in ex­
tinction (Antonitis, 1951). Previously reinforced behavior may have recurred in 
some studies because reinforcement of an alternative behavior had prevented the ex­
tinction of the previously reinforced behavior (Leitenberg et al., 1970; Rawson, 
Leitenberg, Mulick and Lefebvre, 1977). Resurgence has not been demonstrated 
when the previously reinforced response has itself been extinguished. In spite of oc­
casional restatements in the modern psychological literature, the principle is not 
generally invoked, even when it would be useful in interpreting effects that other­
wise appear anomalous (e.g., Enkema, Slavin, Spaeth and Neuringer, 1972; Epstein 
and Skinner, 1980; Lindblom and Jenkins, 1981). 

The following experiment provides support for a general principle of resurgence 
as stated above. 

METHOD 

Six male, adult Racing Homer pigeons served as subjects. None had served in 
laboratory experiments prior to this one. Each was maintained at approximately 
80070 of its free-feeding weight. A standard Skinner box was employed, on one wall 
of which were two standard keys, 12 cm apart, and a feeder recess where grain could 
be presented. Three-second presentations of food served as reinforcers. A peck on 
either key produced a brief high-pitched tone as feedback. The chamber was il­
luminated by an overhead white light. Extraneous sounds were masked by a ventila­
tion fan and white noise. A video camera with a wide-angle lens was mounted to 
a side wall of the chamber and afforded a clear view of the bird and front panel. 
A TRS-80 microcomputer scheduled reinforcers during the first phase of the experi­
ment and recorded the number of pecks during all phases. Pecking was also record­
ed continuously on two cumulative recorders during all phases. One-hour sessions 
were conducted daily. All test sessions were videotaped. 

The experiment had three phases. In the first, pecking either the left key (subjects 
26Y, 28Y and 38Y) or the right key (subjects 17Y, 21Y and 39Y) was reinforced in­
termittently with food. Pecking was reinforced on a variable-interval I-min schedule 
until a moderate, steady rate of responding was established. Then reinforcement 
was withheld for one or more sessions (Table 1); the number of sessions was deter­
mined by random number (the upper limit was set at 15). All sessions were 1 hr in 
length. Finally, a test session was conducted as follows: Reinforcement was withheld 
for at least 30 min and until no peck had occurred for at least 10 min (in most cases, 
more than 20 min). Then some alternative response, incompatible with key pecking, 
was reinforced 20 times (Table 1). The bird was observed on a video monitor and 
the feeder was operated with a hand switch. After 20 reinforcements of the alter­
native response, all reinforcement was subsequently withheld. 
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Figure 1. Cumulative records of responding on the key correlated with a history of reinforcement, shown 
for the entire test session of each of the six subjects. The left-hand portions of each curve show few or 
no responses. The dark areas below the curves at right mark the period during which some alternative 
response (Table 1) was reinforced 20 times. Following the termination of the last reinforcer, pecking 
resumed after a delay, the duration of which is marked below each record. Sessions were terminated 10 
min after the termination of the last reinforcer, except for bird 38Y. The small numbers above each curve 
indicate the total number of responses at that point in the session; thus, bird 28Y pecked 15 times during 
the first few minutes of the session and an additional 190 times during the 10 min following the last rein­
forcer. The dotted lines show occurrences of the alternative response (see first footnote on p. 394). 

RESULTS AND DISCUSSION 

Results from the test session are shown in Figure 1. Relatively few key pecks oc­
curred before reinforcement. The responses of subjects 17Y, 26Y and 28Y were con­
centrated in the first few minutes of the session, a phenomenon called 'spontaneous 
recovery' (subject 17Y pecked only once). After reinforcement of the alternative 
behavior ceased, pecking resumed on the key correlated with a history of reinforce­
ment. Few pecks occurred on the control key either before or after the alternative 
behavior was reinforced (Table 1), which indicates that the resumption of pecking 
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TABLE 1 

Bird No. of sessions, 
VI reinforcement 

No. of 
extinction 
sessions 

Alternative 
response 

Control key pecks 

Before After 
reinforcement reinforcement 

17Y 31 II head back 0 0 

21Y 36 5 quarter 0 0 

turn right 
26Y 49 2 wing raise 0 

28Y 42 I head down 0 0 

38Y 11 6 hcad down 0 
39Y 15 12 head turn 0 0 

right 

on the other key was not simply a frustration effect (Amsel, 1958) or a result of the 
increase in variability in behavior which is often observed during extinction (An­
tonitis, 1951). 

A consistent feature of all of the cumulative records is the interval of time which 
occurs between the last reinforcer and the first key peck. The dotted traces show 
clearly that the interval was produced by repeated occurrences of the alternative 
response*'* *. In general, the higher the rate of the alternative response, the longer 
the interval (compare, for example, the records for birds 38Y and 17Y). Moreover, 
the resumption of key pecking was generally correlated with a decrement in the rate 
of the alternative response. 

The current study includes three features which were lacking in previous work: 
First, a second key was included so that the resurgencc effect could be distinguished 
from other extinction effects. Second, key pecking was extinguished for between 1 
and 12 sessions before an alternative response was reinforced (Table 1); thus, the 
possibility was minimized that the previously reinforeed behavior recurred simply 
because reinforcement of an alternative behavior had prevented its extinction. 
Third, large effects were shown for individual organisms in a single session (cf. 
Hull, 1934). 

Free reinforcers during extinction are known to have discriminative properties 

* The dotted traces in Figure 1 were produced by an independent observer who viewed a videotape of 
each test session from the point at which reinforcement began and tapped a key when she saw what was, 
in her judgment, the response that was reinforced. The key taps generated a cumulative record of the 
alternative responses . 

•• The cumulative record for bird 26Y would appear to indicate a sudden cessation of the alternative 
response (wing raising) immediately after the last reinforcer. The tape shows, however, that the bird's 
wings were raised high for 37 sec following the reinforcer. The wings fluttered slightly and the bird circled 
the chamber during most of this period. The observer (see previous footnote) scored this episode as a 
single response. 
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and may reinstate responding (Hollis, 1968; Reid, 1958; Spradlin, Girardeau and 
Hom, 1966)*. Reinforcement of the alternative response in the present experiment 
may have reinstated key pecking because, in the past, the operation of the feeder 
was the occasion upon which subsequent key pecks had been reinforced. Thus the 
reinforcers may have had two opposing effects. First, as discriminative stimuli, they 
may have reinstated a tendency to peck the key, and second, as reinforcers, they 
may have strengthened incompatible behavior that prevented key pecking. When 
reinforcement ceased, the onset of key pecking may have been prevented until the 
incompatible behavior was sufficiently weak (cL Staddon, 1977). 

Although this explanation cannot be ruled out in the present instance, resurgence 
has appeared in procedures which do seem to rule out the discriminative role of the 
reinforcer. When the alternative response is reinforced intermittently and for a long 
period of time, thousands of responses may appear before the rate declines in extinc­
tion, and it may be hours before previously reinforced behavior appears (Epstein, 
1983; cL Leitenberg et aI., 1970). It is also possible that the reinstatement of respon­
ding which is produced by a free reinforcer may in part be extinction-induced: The 
reinforcer may strengthen an alternative response, which is then quickly extinguish­
ed (cL Henton and Iversen, 1978; Skinner, 1938). 

Resurgence is undoubtedly affected by many variables - the schedules according 
to which both the old and new behaviors are reinforced, the type and magnitude 
of the reinforcers (will the old response resurge if the old and new responses are 
established with different reinforcers?), the period of time over which the responses 
are reinforced, the time that elapses after the old response is last reinforced, the 
overlap in the stimulus conditions under which the responses are reinforced, and so 
on. Matters are complicated when many responses are available to resurge, as is pro­
bably the rule in the natural environment: What variables determine the order of 
resurgence and the distribution of responses? The degree of extinction of the 
previously reinforced response is undoubtedly an important factor. It is likely that 
the more complete the extinction, the less the resurgence (Rawson et aI., 1977). The 
data for birds 17Y and 39Y show, however, that resurgence can occur even when 
extinction has been extensive and is virtually complete. 

When primitive behaviors resurge, some speak of 'regression'. Resurging 
behaviors need not be primitive, however (Masserman, 1943). The principle of 
resurgence seems useful in interpreting moment-to-moment changes in behavior in 
any domain in which behavior is sometimes ineffective, such as problem solving 
(Epstein and Medalie, 1983; Epstein, in press-a; Maltzman, 1955; Hull, 1952), 
foraging, or responding on intermittent and concurrent schedules of reinforcement. 

* Novel stimuli can also reinstate responding under certain conditions, but negative results seem to be 
the rule in operant conditioning procedures. Consider Boakes (1973), Boakes and Halliday (1975), Skin­

ner (1936). 
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The principle implies that behavior that has been extinguished is not necessarily 
'forgotten', which is to say that it can recur under appropriate circumstances (cf. 
Epstein and Skinner, 1980). Moreover, resurgence is one of several phenomena that 
make multiple repertoires available, and hence it may lead to the spontaneous inter­
connection of repertoires, an important source of novel behavior (Chance, 1960; 
Epstein, in press-b; Epstein and Skinner, 1981; Maltzman, 1955). 
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